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Compact anomalous sound detection system

based on supervised‘and unsupervised learning
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ABSTRACT

Anomaly sound detection (ASD) is useful for machine condition monitoring and
fault diagnosis. Deep learning-based approaches have received research attention for
ASD. However, the lack of anomalous sound data is a challenge for both usupervised
and unsupervised learning. In this thesis, a compact ASD system was developed, using
a circular microelectromechanical systems (MEMS) microphone array and a Raspberry
Pi® processor, with great affordability and portability. The proposed model combines
Convolutional Neural Networks (CNN) and Fully-connected Neural Networks (FNN)
to address two application scenarios. In the first scenario of multi-class supervised ASD,
the problem of imbalanced dataset arises due to limited anomalous sound data. To
overcome this, the proposed data rea‘ss‘emblyt,rvnethod generates new training data by
concatenating the time-domain Se_gmeiltsibf‘r(")‘rrilq}iffere’nt machine states in preselected
proportions before labeling the_’r\ing‘ff(‘)f tﬁéiﬁiﬁg w1th cfr'oss—entropy loss. Experimental
results have shown that the propv'(’)’s‘/ekc'ii‘s‘sfs"[;‘e"mvbachielvnes‘\ the highest accuracy of 92.15%
for an imbalance rate of 154, and coﬁsi’stéﬁtzljr? '&itpefforms other oversampling methods
across different imbalance rates. In the second scenario, unsupervised ASD, where only
normal sound data is available, the proposed outlier classifier uses the array position
and the rotational speed of a rotor kit as the classification targets. The model predicts
the probability of each target and calculates an anomaly score to distinguish the
anomalous conditions from the normal ones. Experimental results have shown that the
proposed system has excellent detection performance, with an average area under the
curve (AUC) of 98.2% and partial area under the curve (pAUC) of 93.7%, which
significantly outperforms other unsupervised methods.
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